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Swimming modeled by active rod-like and ellipsoidal
particle suspensions
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Modeling of swimming dynamics

Micro-fluid-mechanical/kinetic theory.

Jeffery(1922), Kirkwood(1948), G.I. Taylor(1951),
Lighthill(1960), Batchelor(1970), T.Y-T. Wu(1974),
Purcell(1977), Doi, Edwards (1986), Childres, Graham,
Shelley, Otto, Tzavaras, etc.



Bacterium acts as a force dipole, pusher and puller
Almost no inertia, swimming at a terminal speed U0 in n
direction (experiencing least drag in this direction), along with
the macroscopic velocity u(x, t) : ẋ = u + U0n

Bacterium acts as a force dipole:
{
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Stresslet exerted by bacterium on fluid
Kim and Karrila’s book: Microhydrodynamics: principles and selected applications.1991
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Force dipole:

F = ±|F |n
[
δx+ `

2 n (x) − δx− `2 n (x)
]

+ pusher ,− puller

Decomposition:

F = ∇ · S + ∇ψ in D ′, S is a symmetric traceless tensor

Stresslet exerted by force dipole (multipole approximation)

S = ∓ (|F |`) (n ⊗ n − 1
d Id)δx(x) − pusher ,+ puller



Local linear flow: symmetric and antisymmetric
decomposition

Local linear flow: ∇u = E + W

Straining flow
(symmetric part)
E = 1

2(∇u + ∇u>)

Straining g
flow

local extensional axis

Shear flow
(antisymmetric part)
W = 1

2(∇u − ∇u>)

Shear 
flow



Change of bacterium’s direction under local linear flow
Bacterium's 
alignment in alignment in 
straining flow

local extensional axis
Bacterium’s direction changes as
(Jeffery equation, 1922)

ṅ=(Id−n ⊗ n)(γE+W)n =−∇nφ+
1
2
ω×n

φ = −1
2γn · En, ω = ∇ × u

Bacterium’s 
rotation in 
shear  flow 

1 (0 1)A γ> < < ( 1)A γ→∞ →
Prolate spheroid

( )γ ( )γ
Slender rod

Bacterium’s shape parameter
γ = A2−1

A2+1 , A is aspect ratio.
For γ = 1 : ṅ = (Id − n ⊗ n)∇un



Flow field generated by force dipole + background flow
Bacterium most of time is aligned with the straining flow

Pusher force dipole
increases straining flow and
hence enhances flow
mixing(called bio-mixing)
(long-wavelength instability)

P h  Pusher 
force 
dipole dipole 
increases 
straining g
flow

Puller force dipole
decreases straining flow and
hence slows down
background flow (stable:
entropy-dissipation relation)

P ll  Puller 
force 
dipole dipole 
decreases 
straining g
flow



Pusher force dipole enhance flow mixing (bio-mixing),
long-wavelength instability, numerical simulation

C. Fluid mixing

The dynamics described in Sec. IV B, by which concen-
trated bands grow, become unstable, and break up to reform
in the transverse direction, suggest that efficient convective
mixing may be taking place. To investigate this further, we
consider the evolution of a passive scalar field s�x , t� which
is convected by the disturbance velocity u as follows:

�s

�t
= − u�x,t� · �s + d�2s , �64�

where the diffusive term is added to smooth gradients at
short scales and may represent the effects of molecular dif-
fusion. Equation �64� was integrated numerically in time us-
ing a semi-implicit fully spectral code, starting from the fol-
lowing initial condition:

s0�x� = sin�2
y

L
� . �65�

The evolution of the scalar field during a representative
simulation is shown in Fig. 16. At short times, little mixing
occurs as the disturbance flow in a nearly uniform and iso-

tropic suspension is very weak. However, as the instability
takes place, the disturbance flow becomes stronger and
causes the repeated stretching and folding of fluid elements
along the direction of the concentration bands. At t=200,
patches of uniform color are still visible, albeit much smaller
than at earlier times as a few stretch-fold cycles have already
taken place. At t=300, most of the patches have disappeared
and fairly good mixing has already been achieved. Figure 17
also shows the evolution of the maximum value smax of the
scalar field for the same simulation. At short times before the
onset of the instability, smax only decreases very slowly as a
result of the scalar diffusivity d. As convective mixing be-
gins to take place, smax starts decreasing much more rapidly
as stronger spatial gradients appear and allow diffusion to
smooth s �note than in the case d	0, smax would be expected
to remain 1�.

To assess the actual mixing in the simulation of Fig. 16
more quantitatively, we calculate the following multiscale
norm for the scalar field s:

FIG. 14. �Color online� Snapshots of the local concentration field c�x� at
various times: �a� t=200, �b� t=400, �c� t=600, and �d� t=800, in a square
box of linear dimension L=17.5, in which we used 15 random modes in the
initial condition. With this box dimension, the solution is a two-dimensional
standing wave, the amplitude of which grows with time.

FIG. 15. Time evolution of magnitude of various Fourier modes of the
concentration field c�x� in the simulation of Fig. 14.

FIG. 16. �Color online� Fluid mixing by an active suspension of pushers
�	=−1�. The figure shows the configuration of a passive scalar field in the
suspension at different times: �a� t=0, �b� t=100, �c� t=200, and �d� t
=300 over the course of a simulation. In this simulation, the scalar diffusiv-
ity was set to d=3�10−4. The simulation was performed in a box of linear
dimension L=50 with 15 random initial modes.

FIG. 17. Evolution of the maximum value smax of the scalar field s�x , t� in
the simulation of Fig. 16.
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 u 0�x� �
1

8��

X
i

Z
G�x; xi � sini� � f�si�dsi; (2)

where G�x; x0� is the Green function for Stokes flow in the
geometry of interest. Equations (1) and (2), together with
force and torque balances on all the rods, are solved in
periodic boundary conditions for the force distributions
and slip velocities using a spectral approximation of the
disturbance velocity [15–18], together with a smooth
particle-mesh Ewald algorithm to calculate hydrodynamic
interactions [17]. The particle translational and angular
velocities are then easily obtained from the zeroth and first
moments of Eq. (1) with respect to s.

Two types of swimming microorganisms are considered:
pushers, for which the shear stress actuation is near the
particle tail, and pullers, for which it is near the head. We
find that imposing a symmetric shear stress over the entire
particle surface results in very weak interactions, a conse-
quence of the absence of a net dipole in the force distribu-
tion exerted by the particle on the fluid. In the following,
lengths, velocities, and times are scaled, respectively, by
the particle length L, the isolated swimming speed U0

(directly related to the integral of the imposed stress),
and the characteristic time L=U0. We define an effective
volume fraction as n�L=2�3 where n denotes the number
density: this measure is of common use for suspensions of
rodlike particles [19,20], where the transition from dilute
to semidilute occurs at n�L=2�3 
 1.

Motivated by the predictions of Refs. [7–9], we first
consider the stability of uniform nematic suspensions of
such swimmers in Fig. 1. The initial condition in Fig. 1(a)
is a suspension aligned along the z direction with random
center-of-mass distribution, with all the particles oriented
to swim in the same direction (polar nematic suspension;
see Ref. [8]); the case of an apolar suspension in which the
swimming direction is arbitrary is qualitatively similar and
addressed in Fig. 3(b). Very rapidly, the disturbance flow
which results from the randomness in the particle arrange-
ment causes the swimmers to rotate from their initial
alignment [Fig. 1(b)]. The particles lose memory of their
initial orientation [Fig. 1(c)], and at long times the orien-
tation distribution is globally isotropic [Fig. 1(d)]. A typi-
cal flow field at long times is shown in Fig. 2(a), and is
characterized by large-scale vortices and swirls in good
agreement with previous observations [3,10].

The evolution of the orientation field is quantified by the
polar and nematic order parameters: S1 � hn � zi and S2 �
1
2 h3�n � z�2 � 1i, shown as functions of time in Fig. 3. In
the polar case of Fig. 1(a), S1 � S2 � 1 at t � 0. However,
the suspension quickly becomes isotropic (S2 ! 0), and
loses its initial swimming direction (S1 ! 0). In the apolar
case [Fig. 3(b)], S1 � 0 and S2 � 1 at t � 0, and a similar
destabilization occurs and the orientations also quickly
evolve towards isotropy (S2 ! 0). In all our simulations,
the instability appears to occur at the scale of a few particle

lengths, as is apparent in Fig. 1(b). Even at steady state, the
microstructure of the suspension is clearly not random and
isotropic at all length scales: as shown in Fig. 1(d), regions
of correlated orientations persist over short scales even
after the suspension has become isotropic on average.
Strong density fluctuations are also present, and are found
to be larger than in random suspensions as suggested in
Ref. [8].

To probe the local structure of the orientation field, we
define the following polar and nematic pair correlation

FIG. 1. Orientational instability in a polar nematic suspension
of pushers, at an effective volume fraction of n�L=2�3 � 1:0. The
figure shows a region of dimensions 10� 10� 3 (in units of
particle length) containing 2500 particles at different stages of
the instability (a)–(d).

FIG. 2. (a) Typical disturbance flow field at long times in a
plane cross section in the simulation of Fig. 1. (b) Mean swim-
ming speed hU � ni along the particle director n, normalized by
the isolated swimming speed U0, as a function of the effective
volume fraction n�L=2�3.
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Dynamics of swimmers, D = U2
0/6Dr

G.L. Taylor dispersion theory, H. Brenner,1979,1980

Dynamics of active motion
ẋi = u(xi , t) + U0ni

Change of direction
ṅi = (Id − ni ⊗ ni)(γE + W)ni

dxi = (u(xi , t) + U0ni)dt +
√

2DdB i

dni = (Id − ni ⊗ ni)(γE + W)nidt +
√

2DrdB i
r

dB i
r = (Id − ni ⊗ ni) ◦ dB i

is the spherical Brownian motion.
Stochastic integral is in Stratonovich sense.
D is translational diffusivity
Dr is rotational diffusivity

Taylor dispersion relation D = U2
0/6Dr

functions for the director n:

 

C1!r" #
hPi!j!ni $ nj"!!jxi % xjj% r"i

hPi!j !!jxi % xjj% r"i ;

C2!r" #
hPi!j

1
2 &3!ni $ nj"2 % 1'!!jxi % xjj% r"i

hPi!j !!jxi % xjj% r"i ;

(3)

where ! is the three-dimensional Dirac delta function.
Figure 4(a) shows C1!r" and C2!r" for both pushers and
pullers at n!L=2"2 # 1:0. For pushers, C1!r"; C2!r"> 0 for
small r; i.e., nearby pushers have a high probability of
being nearly parallel with the same swimming direction
(polar nematic ordering); at larger values of r the orienta-
tions decorrelate, and a weak anticorrelation is sometimes
observed. In suspensions of pullers, however, C1!r";
C2!r"< 0 for small r; i.e., nearby pullers are likely to be
misaligned and swimming in opposite directions. In both
cases, a local ordering exists at short length scales as a
result of the fluid disturbance flow [Fig. 2(a)]. The exis-
tence of distinct polarities for the alignment of pushers and
pullers is, however, surprising, and arises from the specific

features of hydrodynamic interactions between these two
types of particles.

The position of the first zero of C1!r", r # l1, estimates
the spatial extent of these nematically ordered regions and
is shown in Fig. 4(b) for both pushers and pullers as a
function of volume fraction. It is found to decrease with
volume fraction, and the dependence is well captured by a
power law of exponent ( %0:25. Remarkably, in very
dilute suspensions the radius of the correlated regions
can exceed ( 3 or 4 particle lengths. While the majority
of the simulations presented here neglected excluded vol-
ume (EV), a few simulations were performed in which
steric interactions were included by means of a short-range
repulsive potential: as shown in Fig. 4(b), the effect of
excluded volume on the correlation length is negligible up
to at least n!L=2"3 ( 1:5, and the effect on particle diffu-
sivities is also very weak (Fig. 5). At higher volume

FIG. 4. (a) Polar and nematic pair correlation functions C1!r"
and C2!r" at steady state in suspensions of pushers and pullers at
a volume fraction of n!L=2"3 # 1:0. (b) Correlation length l1, or
first zero of the polar pair correlation function C1!r" in (a), as a
function of volume fraction for both pushers and pullers, with
and without excluded volume (EV).

FIG. 5. (a) Orientational dispersion coefficient dr as a function
of volume fraction in suspensions of pushers, determined from
the time autocorrelation function of the director n (inset), with
and without EV. (b) Center-of-mass dispersion coefficient D in
suspensions of pushers. D was obtained independently using the
integral of the velocity autocorrelation function (method 1) and
using mean-square displacements (method 2 and inset), and is
compared to the Taylor dispersion prediction D # U2

0=6dr.

FIG. 3. Time evolution of the polar and nematic order parame-
ters S1 and S2 during the instability of Fig. 1 for (a) polar and
(b) apolar initial orientation distributions, in suspensions of
pushers.
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Mean field limit , Fokker-Planck

Recall
ẋi = u(xi , t) + U0ni

ṅi = (Id − ni ⊗ ni)(γE + W)ni

Empirical distribution

fN(x, n, t) := 1
N

∑N
i=1 δ(xi ,ni)(x, n)

Vlasov equation

∂t fN + ∇ · (u + U0n)fN + ∇n · (Id−n ⊗ n)(γE+W)nfN = 0

Fokker-Planck equation (add noise, fN → f )

∂t f +∇· (u +U0n)f +∇n · (Id−n⊗n)(γE+W)nf =D ∆f +Dr∆nf



Stress tensor (Batchelor 1970,slender-body theory;
Kirkwood formula), Navier-Stokes equation

Recall stresslet for a bacterium (xi , ni)

S = ∓ (|F |`) (ni ⊗ ni −
1
d Id)δxi (x) − pusher ,+ puller

Average of stresslets for all bacteria
(
σ0 := ∓

(
|F |`

d

))
σN = ∓

(
|F |`

d

)
1
N

∑N
i=1(dni ⊗ ni − Id)δxi (x)

= σ0
∫
S
(dn ⊗ n − Id)

(
1
N

∑N
i=1 δ(ni ,xi)(n, x)

)
dn

= σ0
∫
S
(dn ⊗ n − Id)fN dn.

Stress exerted by the swimming of bacterium on fluid (fN → f )

σ = σ0
∫
S
(dn ⊗ n − Id)f dn σ0 < 0, pusher; σ0 > 0, puller

Velocity u of fluid is governed by

∂tu + u · ∇u + ∇p = µ∆u + ∇ · σ, ∇ · u = 0



Kinetic model for swimming, Saintillan-Shelley 2008

∂t f +∇·(u+αn)f +∇n · (Id−n ⊗ n)(γE+W)nf =D ∆f +Dr∆nf

Re (∂tu + u · ∇u) + ∇p = ∆u + ∇ · σ, ∇ · u = 0

σ = β
∫
S
(dn ⊗ n − Id)f dn

α > 0, active; α = 0, passive
β < 0, pusher; β > 0, puller
0 < γ < 1, prolate spheroidal; γ → 1, slender rod-like
Re= 0, Stokes model

boundary conditions

no-flux (αnf − D∇f) · ν
∣∣∣
∂Ω

= 0
no-slip u

∣∣∣
∂Ω

= 0



Entropy estimate, coupling terms

d
dt

∫
Ω×S

f log f dn dx + 4
∫

Ω×S

(
D

∣∣∣∣∇√f
∣∣∣∣2 + Dr

∣∣∣∣∇n
√

f
∣∣∣∣2) dn dx

= α

∫
Ω×S

n · ∇f dn dx +

∫
Ω×S
∇nf · (γE + W)n dn dx

Re
2

d
dt

∫
Ω
|u|2dx+

∫
Ω
|∇u|2dx =−β

∫
Ω

∫
S
(dn ⊗ n − Id)fdn : ∇udx

Since Tr(E) = 0 and W> = −W , one has∫
S
∇nf · (γE + W)n dn = γ

∫
S
(dn ⊗ n − Id)f dn : ∇u

d
dt

∫
Ω×S

f log f dn dx + 4
∫

Ω×S

(
D

∣∣∣∣∇√f
∣∣∣∣2 + Dr

∣∣∣∣∇n
√

f
∣∣∣∣2) dn dx

= α

∫
Ω×S

n · ∇f dn dx + γ

∫
Ω

∫
S
(dn ⊗ n − Id)fdn : ∇udx



Puller (β > 0): stable, the two coupling terms cancel
(recall γ > 0)

d
dt

∫
Ω

(∫
S

f log f dn +
γRe
2β
|u|2

)
dx

+4
∫

Ω×S

(
D

∣∣∣∣∇√f
∣∣∣∣2 + Dr

∣∣∣∣∇n
√

f
∣∣∣∣2) dndx +

γ

β

∫
Ω
|∇u|2dx

= α

∫
Ω×S

n · ∇fdndx

= α

∫
Ω×S

n · (2∇
√

f
√

f)dndx

≤ 2D
∫

Ω×S

∣∣∣∣∇√f
∣∣∣∣2 dndx + C

∫
Ω×S

fdndx



Pushers(β<0): long-wavelength instability,no cancelation
of coupling terms,control total energy by density estimate

d
dt

∫
Ω

(∫
S

f log f dn +
Re
2
|u|2

)
dx

+4
∫

Ω×S

(
D

∣∣∣∣∇√f
∣∣∣∣2 + Dr

∣∣∣∣∇n
√

f
∣∣∣∣2) dndx +

∫
Ω
|∇u|2dx

= α

∫
Ω×S

n · ∇fdndx + (γ − β)

∫
Ω×S

(dn ⊗ n − Id)f : ∇udndx

d
dt

∫
Ω

(∫
S

f log f dn +
Re
2
|u|2

)
dx

+2
∫

Ω×S

(
D

∣∣∣∣∇√f
∣∣∣∣2 + Dr

∣∣∣∣∇n
√

f
∣∣∣∣2) dndx +

1
2

∫
Ω
|∇u|2dx

≤ C
(
‖ρ‖2

L2(Ω)
+ 1

)
where ρ :=

∫
S

fdn

∂tρ+ u · ∇ρ = D∆ρ − α∇ ·

∫
S

nf dn,

‖ρ‖L2(Ω) ≤ ‖ρ0‖L2(Ω)eCt



L2-estimate for Stokes kinetic models

Stokes equation −∆u + ∇p = ∇ · σ, ∇ · u = 0∫
Ω
|∇u|2dx = −β

∫
Ω×S

(dn ⊗ n − Id)f : ∇udndx

‖∇u‖2L2(Ω)
≤ C‖ρ‖2L2(Ω)

≤ CeCt ,
∥∥∥u

∥∥∥
H2(Ω)

≤ C‖∇f‖L2(Ω; L1(S))

1
2

d
dt

∫
Ω×S
|f |2dndx+

∫
Ω×S

(
D |∇f |2 + Dr |∇nf |2

)
dndx

= α

∫
Ω×S

nf · ∇fdndx +
γ

2

∫
Ω×S

(dn ⊗ n − Id)f2 : ∇udndx

d
dt
‖f‖2

L2(Ω×S)
+ D‖∇f‖2

L2(Ω×S)
+ Dr‖∇nf‖2

L2(Ω×S)

≤ C
(
‖f‖2

L2(Ω×S)
+ ‖f‖2

L4(Ω;L2(S))

)
d
dt
‖f‖2

L2(Ω×S)
+

D
2
‖∇f‖2

L2(Ω×S)
+

Dr

2
‖∇nf‖2

L2(Ω×S)
≤ C‖f‖2

L2(Ω×S)



Approximate and converge to global weak solution

Approximate problem preserving positivity
cut-off function: ∀L > 1,

QL (s) :=


0, if s ≤ 0,
s, if 0 ≤ s ≤ L ,
L , if s ≥ L

L

L

L

o

semi-implicit scheme (τ = T/N, (0,T ] =
⋃N

k=1((k − 1)τ, kτ])

uL
k − uL

k−1

τ
+ (uL

k−1 · ∇)u
L
k −∆uL

k + ∇pL
k

= β∇ ·

∫
S

(dn ⊗ n − Id)fL
k dn; ∇ · uL

k = 0

fL
k − fL

k−1

τ
+ uL

k−1 · ∇fL
k + ∇ ·

[
αnQL(fL

k )
]
−∆fL

k −∆nfL
k

= −∇n ·
[
(Id − n ⊗ n)(γEL

k + WL
k )nQL(fL

k )
]

Leray-Schauder fixed point theorem

Compactness argument: taking τ = o(L−2)→ 0,
Aubin-Lions-Simon lemma



Global existence theorem for weak entropy solution
for any β ∈ R, both pusher and puller

Let d = 2, 3, u0 ∈ L2(Ω), f0 ∈ L2
(
Ω; L1(S)

)
with finite entropy.

Then for any β ∈ R, α ∈ [0,∞) there is a global weak solution (u, f)
which satisfies

u ∈ L∞(0,T ; L2) ∩ L2(0,T ; H1) ∩ H1(0,T ; H−2)

f ≥ 0, f ∈ L∞(0,T ; L2(Ω; L1(S))), f log f ∈ L∞(0,T ; L1(Ω × S))
√

f ∈ L2(0,T ; H1(Ω × S)), f ∈ H1(0,T ; H−4(Ω × S))

satisfy the energy/entropy inequality



Global existence of L2 solution to Stokes kinetic model
2D uniqueness

Let d = 2, 3, f0 ≥ 0, f0 ∈ L2 (Ω × S). Then there exists a global
weak solution (u, f) to Stokes kinetic model which satisfies

u ∈ L∞(0,T ; V) ∩ L2(0,T ; H2(Ω)),

f ≥ 0, f ∈ L∞(0,T ; L2(Ω × S)) ∩ L2(0,T ; H1(Ω × S))

f ∈ W1,4/d(0,T ; H−1(Ω × S))

If d = 2, then the weak solution is unique



Passive suspension of dumbbell beads dimer (polymer)

Dynamics of extensible dimer suspending in velocity field u

ẋ = u(x, t)

In the presence of spring force −∇nU and neglecting inertia

ṅ = ∇un−∇nU = −∇nφ+ 1
2ω × n−∇nU

(φ = −1
2n · En, ω = ∇ × u)



Dimer acts as puller, slowing down background flow

Recall ṅ = ∇un−∇nU = −∇nφ+ 1
2ω × n−∇nU

Dimer's
alignment and 
lengthening in 
straining flow

local extensional axis

spring restore force

Acts as a force dipole against
lengthening in straining flow.
Similarly to puller, it slows down
background flow (stable: relative
entropy-dissipation relation)

S i  Spring 
force
decreases decreases 
straining 
flow



Kinetic model for passive dumbbell beads
Main difficulty comes from the spring force

∂t f + u · ∇f + ∇n · (∇un − ∇nU)f = D∆f + Dr∆nf

σ = β
∫
Rd (∇nU ⊗ n − Id) f dn, β > 0

Re(∂tu + u · ∇u) −∆u + ∇p = ∇ · σ, ∇u = 0

For simplicity, let D = Dr = β = Re = 1

Interaction operator
∆nf +∇n· (∇nU −∇un)f = ∇n·

(
∇nf + f∇nU + f∇nφ −

1
2 fω × n

)
For co-rotational, ∇u is replaced by W and φ is absent

Linear Fokker-Planck operator

∇n · (∇nf + f∇nU) = ∇n ·
(
M∇n

f
M

)
, M(n) := e−U(n)∫

Rd e−U(n)dn

gives a relative entropy in weighted spaces L2
M(Rd)



Relative entropy estimate

f̂ :=
f
M

, equivalent model with initial-boundary conditions

M[∂t f̂ + u · ∇f̂ −∆f̂ ] + ∇n ·
(
M∇unf̂

)
= ∇n ·

(
M∇n f̂

)
σ =

∫
Rd

(∇nU ⊗ n − Id)̂f Mdn

∂tu + u · ∇u + ∇p = ∆u + ∇ · σ, ∇ · u = 0∣∣∣∣M∇n f̂ −M∇unf̂
∣∣∣∣→ 0 as |n| → ∞

M∇f̂ · ν|∂Ω = 0, u|∂Ω = 0

f̂ |t=0 =
f0
M
, u|t=0 = u0

d
dt

∫
Ω

(∫
Rd

f̂ log f̂ Mdn +
1
2
|u|2

)
dx

+4
∫

Ω×Rd

(∣∣∣∣∣∇√
f̂
∣∣∣∣∣2 +

∣∣∣∣∣∇n

√
f̂
∣∣∣∣∣2) Mdn dx +

∫
Ω
|∇u|2dx = 0



Spring potential of Hookean dumbbell model
linear Hookean

Spring potential U(n) = V(1
2 |n|

2), hence ∇nU(n) = V ′(1
2 |n|

2)n

Linear Hookean: V(s) = s in [0,∞)

Maxwellian M(n) = (2π)−
d
2 e−

|n|2

2 , normalized Gaussian

the micro-macro model has a macroscopic
2th-moment-closure (called Oldroyd-B model when ρ = 1)

σt + u · ∇σ −∆σ+ 2σ = (∇u)σ+ σ(∇u)> + ρ (∇u + (∇u)>)
∂tρ+ u · ∇ρ −∆ρ = 0
∂tu + u · ∇u + ∇p = ∆u + ∇ · σ, ∇ · u = 0



Emergence of singular structures in Oldroyd-B fluids,
B. Thomases and M. Shelley, Phy Fuids 2007

serve that  decreases in time to an apparently steady value.
Taking this steady value as our parameter , we see that 
decreases in Weissenberg number �Fig. 4�a��. We observe
that as Wi→0, →2/3. This is in agreement with the for-
mal limit Wi→0 discussion from Sec. II, where u solves the
Stokes equation with viscosity �1+C�, and C=1/2.

The solution � involves a rescaled time, and an “effec-
tive” Weissenberg number � �“effective” because it scales the
actual Weissenberg number by the local rate of strain at the
hyperbolic point�. Critical values of the exponent q occur
when �1−2�� /�=1⇒�1=1/3 and �1−2�� /�=0⇒�2=1/2.
The first critical value indicates that the solution is approach-
ing a cusp singularity and corresponds to Wi�0.5, the sec-
ond critical value indicates that the solution is approaching a

divergent singularity and corresponds to Wi�0.9. If the so-
lution is to remain integrable, it must be that ��1. Figure
4�b� shows the computed value of �=Wi, with the value of
 coming from our simulations. It appears that ��1, which
implies that the theoretical exponent q= �1−2�� /��−1, and
hence the solutions are integrable. The elastic stresses appear
to be modifying the flow to maintain this integrability as is
required by the energy bound �recall Eq. �6��. This observa-
tion was also made in Ref. 21. The “effective” Weissenberg
number, �, also gives information about the exponential rates
of both decay and divergence, the maximum values of the
stresses �when bounded�, and the inner scaling of the stress
field.

The approximation u=�x ,−y� yields local solutions for

FIG. 2. �Color� �a�–�c� Contour plots
of trS for Wi=0.3, 0.6, and 5.0, from
left to right, at t=6. S11 dominates at
the central hyperbolic point, and S22

dominates at the hyperbolic point at
�0,��. �d�–�f� Contour plots of S12 for
the same values of Wi and time. �g�–
�i� Contour plots of the first compo-
nent of the force due to the polymer
stress, � · �S�1=�xS11+�yS12 for the
same values of Wi and time. Note the
difference in scale in each case as Wi
is increased.

FIG. 3. �a� The velocity u1�x ,� , t� for Wi=5.0 for t=0,1 , . . . ,10. The initial data are u1�x ,� ,0�=−sin x and u1 decreases in time �from t=0 to 10� to a nearly
steady solution. �b� u2�� ,y , t� for t=1,2 , . . . ,10 decreasing to a nearly steady solution. �c� The strain rate at the central hyperbolic point, �t�
=�u /�x�� ,� , t� for Wi=0.3 �solid line�, 0.6 �dashed line�, and 5.0 �dotted line�.
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For all Weissenberg numbers, our computations suggest
�→0 in time, and hence the algebraic structure of the solu-
tion becomes progressively more pronounced. The data
points in Fig. 7 show the fit exponent q versus the Weissen-
berg number. We find that q and hence the smoothness of the
solution depends sensitively on the Weissenberg number. For

Wi�Wi1, this exponent q is greater than 1, hence the solu-
tions have at least one continuous derivative. The first tran-
sition occurs at q=1. Between Wi1 and Wi2, the solutions
are cusps, bounded but with a singularity in the first deriva-
tive, as 0�q�1. At Wi=Wi2, this singularity becomes un-
bounded as q becomes negative. The exponent �1−2�� /� in
the local solution �
 from Eq. �12� is compared with the
computed exponents q in this figure as well. The comparison
is quite good for the range of Weissenberg numbers. Note
that the exponent q appears to remain bounded below by −1,
implying that although the stress components are becoming
unbounded, they remain integrable. This is supported by Eq.
�5�, which implies that trS remains integrable as long as the
input power is bounded. Our computations confirm that the
input power does indeed remain bounded as does the strain
energy, which the bound given in Eq. �6� implies.

We now turn to examining the temporal structure of the
stress field. Figures 8�a�–8�f� show slices of the stress S11

along both the stable and unstable directions around the hy-
perbolic point at �� ,�� for t=1,2 , . . . ,10 for our three ex-
ample Weissenberg numbers. In the preceding section, we
derived a local solution about the hyperbolic point. Our
simulations and this local solution suggest the local form

S11�x,y − �,t� � S̄�Wi� + eP�Wi�tH�yeQ�Wi�t� , �14�

where the exponential rate, P, is negative for Wi�Wi2, in-
dicating a bounded solution, and P is positive for Wi
�Wi2, where the solutions are diverging. The collapsing in-

FIG. 7. The solid points are estimates of q as obtained from the spectral
analysis. They correspond to the solution approximation of the form 	y	q.
The solid curve is �1−2�� /�, as computed from the local solution of Sec. III.
The excellent agreement indicates that the local approximation matches the
simulations quite well.

FIG. 8. �a�–�c� S11�x ,�� for t=1,2 , . . . ,10, increasing in time for Wi=0.3, 0.6, and 5.0, respectively. �d�–�f� S11�� ,y� for t=1,2 , . . . ,10, increasing in time
for Wi=0.3, 0.6, and 5.0, respectively.
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Spring potential of Hookean dumbbell model
super-linear Hookean

Spring potential U(n) = V(1
2 |n|

2), hence ∇nU(n) = V ′(1
2 |n|

2)n

Linear Hookean: V(s) = s in [0,∞)

Maxwellian M(n) = (2π)−
d
2 e−

|n|2

2 , normalized Gaussian

Super-linear Hookean:

V(s)=

{
linear, 0 ≤ s ≤ s∗

super-linear, s > s∗
(s∗>0) s∗

s∗

s

o

V ∈ W2,∞
loc

(
[0,∞); R≥0

)
; convex in [0,∞); V(s) = s, s ∈ [0, s∗];

lims→∞ V(s)/s = ∞; V ′(s) ≤ eV(s)/4 (∀s >> 1)

Maxwellian M(n) = Ce−U(n), U(n) >> |n|2 at far-field∫
Rd |n|2|∇nU(n)|2Mdn < ∞ implies
‖
∫
Rd ∇nU ⊗ nf̂Mdn‖L2(Ω) ≤ C ‖̂f‖L2

M(Ω×Rd) (approximate problem)



Weak compactness of σ(x, t) in L1((0,T) × Ω)

∫
(0,T)×Ω

σ : ∇vdxdt =

∫
(0,T)×Ω

∫
Rd
∇nU ⊗ nf̂ Mdn : ∇vdxdt∫

Rd
∇nU ⊗ nf̂ Mdn : ∇v =

∫
Rd
∇n f̂ ⊗ n Mdn : ∇v

= 2
∫
Rd
∇n

√
f̂ ⊗ n

√
f̂ Mdn : ∇v (∇ · v = 0)∫

(0,T)×Ω
σ : ∇vdxdt = 2

∫
(0,T)×Ω

∫
Rd
∇n

√
f̂⊗n

√
f̂Mdn : ∇vdxdt

Entropy estimate implies that ‖
√

f̂‖L2(0,T ;H1
M(Ω×Rd)) ≤ C, hence

∇n

√
f̂ has weak compactness in L2(0,T ; L2

M(Ω × Rd))

Note that n∈ Rd , while test function v(x, t) ∈ C∞0 ((0,T) × Ω)

Need the compactness of
√

f̂ in L2(0,T ; L2
M(1+|n|2)(Ω × R

d))

QUESTION: H1
M(Rd) ↪→↪→ L2

M(1+|n|2)(R
d)??



Compact and noncompact embedding theorem

Super-linear Hookean: M(n) = e−U(n), U(n) >> |n|2 at infinity

H1
M(Rd) ↪→ ↪→L2

M(1+|n|2)(R
d)

We CAN get global weak solution for super-linear Hookean

Linear Hookean: M(n) = e−
|n|2
2

H1
M(Rd) ↪→6↪→ L2

M(1+|n|2)(R
d)

We CANNOT get global weak solution for linear Hookean



Embedding theorem: H1
M(Rd) ↪→ L2

M(1+U(n))
(Rd)

M = e−U :
{

super-linear U(n) >> |n|2 at far-field
linear U(n) = |n|2

2

Uniform convex (Bakry-Emery) condition: D2U(n) ≥ Id on Rd

Logarithmic Sobolev inequality: ∀ϕ ∈ H1
M ,∫

Rd |ϕ|
2 log

(
|ϕ|2

)
Mdn ≤ 2‖∇nϕ‖

2
L2

M
+ ‖ϕ‖2

L2
M

log
(
‖ϕ‖2

L2
M

)
Fenchel-Young inequality rs ≤ r(log r − 1) + es , ∀r , s ≥ 0
(where r(log r − 1) and es are Legendre dual functions)∫
Rd |ϕ|

2U(n)Mdn = 2
∫
Rd |ϕ|

2 U(n)
2 Mdn

≤ 2
∫
Rd |ϕ|

2 log
(
|ϕ|2

)
Mdn + 2

∫
Rd eU(n)/2Mdn

≤ 4‖∇nϕ‖
2
L2

M
+2‖ϕ‖2

L2
M

log
(
‖ϕ‖2

L2
M

)
+ 4

∫
Rd e−U(n)/2dn

H1
M ⊂ L2

M(1+U(n))
; ‖ϕ‖H1

M
≤ 1⇒ ‖ϕ‖L2

M(1+U(n))
≤ C

∀ 0,ψ ∈H1
M ,

∥∥∥ ψ
‖ψ‖H1

M

∥∥∥
H1

M
≤ 1⇒

∥∥∥ ψ
‖ψ‖H1

M

∥∥∥
L2

M(1+U(n))

≤ C

∀ψ ∈ H1
M , ‖ψ‖L2

M(1+U(n))
≤ C‖ψ‖H1

M



Compact embedding theorem for super-linear Hookean
M(n) = e−U(n), U(n) >> |n|2: H1

M(Rd) ↪→ ↪→L2
M(1+|n|2)(R

d)

H1
M(Rd) ↪→ L2

M(1+U(n))
(Rd) (proved just now)

{ϕk } is bdd in H1
M(Rd)⇒ {ϕk } is bdd in L2

M(1+U(n))
(Rd)

U(n) >> |n|2 at infinity

⇒ {ϕk } is uniform integrable at far-field in L2
M(1+|n|2)

(Rd).

Diagonal argument

L2
M(1+|n|2)

{
uniform integrability at far-field
Rellich-Kondrachov theorem on bdd domain

⇒ {ϕk } has a convergent subsequence in L2
M(1+|n|2)

(Rd).



Noncompact embedding theorem for linear Hookean
M = e−

|n|2

2 : H1
M(Rd) ↪→6↪→ L2

M(1+|n|2)(R
d)(Prove by contradiction)

Suppose H1
M ↪→↪→ L2

M(1+|n|2)

H1
M ≡ H1

M ∩ L2
M(1+|n|2)

(H1
M ↪→ L2

M(1+|n|2)
)

⇐⇒ H1
M ∩ L2

M(1+|n|2)
↪→↪→ L2

M(1+|n|2)

‖φj‖L2
M(1+|n|2)

=
∥∥∥∥ψj :=

√
M φj

∥∥∥∥
L2
(1+|n|2)

(compactness equivalence)

‖φj‖H1
M∩L2

M(1+|n|2)

≤ C if and only if ‖ψj‖H1∩L2
(1+|n|2)

≤ C

⇐⇒ H1 ∩ L2
(1+|n|2)

↪→↪→ L2
(1+|n|2)

‖ψ‖L2
(1+|n|2)

= ‖Fψ‖H1

‖ψ‖H1∩L2
(1+|n|2)

= ‖Fψ‖H1∩L2
(1+|n|2)

(Parseval-type identity)

⇐⇒ H1 ∩ L2
(1+|n|2)

↪→↪→ H1 A CONTRADICTION!
(This is impossible for sequence with compact support)



Global existence theorem for super-linear Hookean
dumbbell model

Let d = 2, 3, u0 ∈ L2(Ω), f0 ∈ L∞
(
Ω; L1(Rd)

)
,

f̂0 log f̂0 ∈ L1
M(Ω × Rd). Then there exists a global weak solution

(u, f) to super-linear Hookean model which satisfies

u ∈ L∞(0,T ; L2(Ω)) ∩ L2(0,T ; H1(Ω)) ∩ H1(0,T ; H−3(Ω)

f ∈ L∞((0,T) × Ω; L1(Rd)) ∩ H1(0,T ; H−2−d(Ω × Rd))

f ≥ 0, f̂ log f̂ ∈ L∞(0,T ; L1
M(Ω × Rd))

∇

√
f̂ ,∇n

√
f̂ ∈ L2

M

(
(0,T) × Ω × Rd

)
satisfy energy/relative entropy inequality



Some most relevant references on existence theorems

Barrett and Süli. Math. Models Methods Appl. Sci. 2011
Existence and equilibration of global weak solutions to kinetic
models for dilute polymers I: Finitely extensible nonlinear
bead-spring chains.
Barrett and Süli. Math. Models Methods Appl. Sci. 2012
Global weak solutions to a special class of super-linear
Hookean dumbbell model with center-of-mass diffusion.
N. Masmoudi, preprint
Global existence of weak solutions to the FENE dumbbell
model of polymeric flows.
N. Masmoudi, preprint
Global existence of weak solutions to macroscopic models of
polymeric flows.
L. Zhang, H. Zhang and P. Zhang. Commun. Math. Sci. 2008
Global existence of weak solutions to the regularized
Hookean dumbbell model.



Thank You!


